


§ Questions and answers in free-form text

§ Different forms, different challenges
§ Chit Chat
§ Multi-turn QA
§ Clarifications

§ Different from MRC:
§ Isolated vs contextual

§ Question lengths: shorter for conversational QA datasets (contextual)

[Reddy et al. ‘18]
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§ Multi-turn conversation, each turn is a question and an answer

§ Questions and answers in free-form text

§ Conversation is grounded in Passage
§ Concrete eval unlike chit-chat

§ 127,000 questions and answers
§ 8K conversations (avg. 15 turns)
§ 7 diverse domains

§ Children stories, literature, exams, cnn news, Wikipedia
§ Hidden domains : reddit, science

[Reddy et al. ‘18]
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[ Reddy ‘18]
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The Virginia governor’s race, billed as the marquee battle of an otherwise anticlimactic 2013 election
cycle, is shaping up to be a foregone conclusion. Democrat Terry McAuliffe, the longtime political fixer and
moneyman, hasn’t trailed in a poll since May. Barring a political miracle, Republican Ken Cuccinelli will be
delivering a concession speech on Tuesday evening in Richmond. In recent ...

Q1: What are the candidates running for? 

Q2: Where?

Q3: Who is the democratic candidate? 

Q4: Who is his opponent? 

Q5: What party does he belong to? 

Q6: Which of them is winning?

A1: Governor,  R1: The Virginia governor’s race 

A2: Virginia, R2: The Virginia governor’s race 

A3: Terry McAuliffe,  R3: Democrat Terry McAuliffe 

A4: Ken Cuccinelli , R4 Republican Ken Cuccinelli 

A5: Republican, R5: Republican Ken Cuccinelli 

A6: Terry McAuliffe, R6: Democrat Terry McAuliffe, the longtime
political fixer and moneyman, hasn’t trailed in a poll since May 



[Reddy et al. ‘18]
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q1Passage q2

The Virginia governor’s … What are the
candidates
running for?

Where ?

<start>

Attention 
distribution

context

vocabulary
distribution

Vocabulary over a fixed set of words
(also words not in the sentence)



[Reddy et al. ‘18]

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 90

q1Passage q2

The Virginia governor’s … What are the
candidates
running for?

Where ?

<start>

Attention 
distribution

context

vocabulary
distribution

Copying
distribution

Distributions over words only in the 
seen words

Next Word
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Token Representation
Passage

Representation

Question
Representation

Question Passage
Interaction Answer Generation

Abstractive 
Answering

Extractive answer

Seq2seq
Model



[Reddy et al. ‘18]

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 92



[Reddy et al. ‘18]

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 93

QuAC [Choi ’19]

• Simulating info. seeking dialog
• About a Wikipedia text

• 11k Dialogs, 98K QA Pairs

• Simple evaluation

QuLAC [Aliannejadi ‘19]

• Clarifying questions in info. 
Seeking conversations

• Open domain, IR setting
• 198 topics [TREC Web Track]

Asking Clarifying �estions in Open-Domain
Information-Seeking Conversations
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ABSTRACT
Users often fail to formulate their complex information needs in a
single query. As a consequence, they may need to scan multiple re-
sult pages or reformulate their queries, which may be a frustrating
experience. Alternatively, systems can improve user satisfaction by
proactively asking questions of the users to clarify their informa-
tion needs. Asking clarifying questions is especially important in
conversational systems since they can only return a limited number
of (often only one) result(s).

In this paper, we formulate the task of asking clarifying questions
in open-domain information-seeking conversational systems. To
this end, we propose an o�ine evaluation methodology for the task
and collect a dataset, called Qulac, through crowdsourcing. Our
dataset is built on top of the TREC Web Track 2009-2012 data and
consists of over 10K question-answer pairs for 198 TREC topics with
762 facets. Our experiments on an oracle model demonstrate that
asking only one good question leads to over 170% retrieval perfor-
mance improvement in terms of P@1, which clearly demonstrates
the potential impact of the task. We further propose a retrieval
framework consisting of three components: question retrieval, ques-
tion selection, and document retrieval. In particular, our question
selection model takes into account the original query and previous
question-answer interactions while selecting the next question. Our
model signi�cantly outperforms competitive baselines. To foster
research in this area, we have made Qulac publicly available.

1 INTRODUCTION
While searching on the Web, users often fail to formulate their
complex information needs in a single query. As a consequence, they
may need to scan multiple result pages or reformulate their queries.
Alternatively, systems can decide to proactively ask questions to
clarify users’ intent before returning the result list [9, 33]. In other
words, a system can assess the level of con�dence in the results
and decide whether to return the results or ask questions from the
users to clarify their information need. The questions can be aimed

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior speci�c permission and/or a
fee. Request permissions from permissions@acm.org.
SIGIR ’19, July 21–25, 2019, Paris, France
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6172-9/19/07. . . $15.00
https://doi.org/10.1145/3331184.3331265

Figure 1: Example conversations with clarifying questions
from our dataset, Qulac. As we see, both users, Alice and
Robin, issue the same query (“dinosaur”), however, their ac-
tual information needs are completely di�erent. With no
prior knowledge, the system starts with the same clarify-
ing question. Depending on the user’s answers, the system
selects the next questions in order to clarify the user’s in-
formation need. The tag “No answer” shows that the asked
question is not related to the information need.

to clarify ambiguous, faceted or incomplete queries [44]. Asking
clarifying questions is especially important in conversational search
systems for two reasons: (i) conversation is the most convenient
way for natural language interactions and asking questions [22]
and (ii) a conversational system can only return a limited number
of results, thus being con�dent about the retrieval performance
becomes even more important. Asking clarifying questions is a
possible solution for improving this con�dence. Figure 1 shows an
example of such a conversation selected from our dataset. We see
that both users, Alice and Robin, issue the same query, “dinosaur.”
Assuming that the system does not have access to any prior personal
or contextual information, the conversation starts with the same
clarifying question. The rest of the conversation, however, depends
on the users’ responses. In fact, the users’ responses aid the system
to get a better understanding of the underlying information need.

A possible work�ow for an information system with clarifying
questions is shown in Figure 2. As we can see, Alice initiates a
conversation by submitting her query to the system. The system
then retrieves a list of documents and estimates its con�dence on the

Others:  CSQA (Saha et al., 2018) CQA (Talmor and Berant, 2018) SQA (Iyyer et al., 2017) 
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Abstract

We present QuAC, a dataset for Question
Answering in Context that contains 14K
information-seeking QA dialogs (100K ques-
tions in total). The dialogs involve two crowd
workers: (1) a student who poses a sequence
of freeform questions to learn as much as pos-
sible about a hidden Wikipedia text, and (2)
a teacher who answers the questions by pro-
viding short excerpts from the text. QuAC in-
troduces challenges not found in existing ma-
chine comprehension datasets: its questions
are often more open-ended, unanswerable, or
only meaningful within the dialog context, as
we show in a detailed qualitative evaluation.
We also report results for a number of ref-
erence models, including a recently state-of-
the-art reading comprehension architecture ex-
tended to model dialog context. Our best
model underperforms humans by 20 F1, sug-
gesting that there is significant room for fu-
ture work on this data. Dataset, baseline, and
leaderboard available at http://quac.ai.

1 Introduction

In information-seeking dialog, students repeat-
edly ask teachers questions to learn about a topic
of interest (Stede and Schlangen, 2004). Mod-
eling such conversations is challenging, as the
questions can be highly context-dependent, ellip-
tical, and even unanswerable. To enable learning
from rich information-seeking dialog, we present
QuAC (henceforth ), a large-scale dataset for
Question Answering in Context that contains 14K
crowdsourced QA dialogs (100K total QA pairs).1

Figure 1 shows an example dialog. The in-
teraction is student driven and centered around a
short evidence text (a section from Daffy Duck’s

1We use “dialog” to refer to a sequence of QA pairs.
F Authors contributed equally.

Section: Daffy Duck, Origin & History

STUDENT: What is the origin of Daffy Duck?

TEACHER: ,! first appeared in Porky’s Duck Hunt
STUDENT: What was he like in that episode?

TEACHER: ,! assertive, unrestrained, combative
STUDENT: Was he the star?

TEACHER: ¯,! No, barely more than an unnamed
bit player in this short

STUDENT: Who was the star?

TEACHER: 6,! No answer
STUDENT: Did he change a lot from that first

episode in future episodes?

TEACHER: ,! Yes, the only aspects of the char-
acter that have remained consistent (...) are his
voice characterization by Mel Blanc

STUDENT: How has he changed?

TEACHER: ,! Daffy was less anthropomorphic
STUDENT: In what other ways did he change?

TEACHER: ,! Daffy’s slobbery, exaggerated lisp
(...) is barely noticeable in the early cartoons.

STUDENT: Why did they add the lisp?

TEACHER: ,! One often-repeated “official” story
is that it was modeled after producer Leon
Schlesinger’s tendency to lisp.

STUDENT: Is there an “unofficial” story?

TEACHER: ,! Yes, Mel Blanc (...) contradicts
that conventional belief
. . .

Figure 1: An example dialog about a Wikipedia sec-
tion. The student, who does not see the section text,
asks questions. The teacher provides a response in the
form of a text span (or No answer ), optionally yes or
no ( Yes / No ), and encouragement about continuing a
line of questioning (should, ,! , could ¯,! , or should
not 6,! ask a follow-up question).

Wikipedia page), which only the teacher can ac-
cess. Given just the section’s heading, “Origin &
History”, the student aims to learn as much as pos-
sible about its contents by asking questions. The
teacher answers these questions with spans from
the evidence text, as in existing reading compre-
hension tasks (Rajpurkar et al., 2016). Addition-
ally, the teacher uses dialog acts to provide the stu-
dent with feedback (e.g., “ask a follow up ques-
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