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What is the capital of Australia ?

The country's other major metropolitan areas are Melbourne,
Brisbane, Perth, and Adelaide. As the seat of the government
of Australia, Canberra is home to many important institutions of
the federal government, national monuments and museums.
Canberra is also the capital of the country.
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What is the capital of Australia ?
…. Canberra is also the capital of the country.
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§ Sentence selection and answer predictions are independently trained

§ What is the training data for sentence selection ?
§ Distance supervision

§ All sentences in the document containing answer is a positive instance
§ First sentence in the document containing the answer 

§ Sentence selector is trained on distantly supervised data

§ Answer predictor is trained on the actual training data
§ Training data modified to only contain sentences selected from  the 

selection stage answer
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What is the capital of Australia ?
The country's other major metropolitan areas are Melbourne, Brisbane, Perth, and Adelaide.
As the seat of the government of Australia, Canberra is home to many important institutions of the federal
government, national monuments and museums.
Canberra is also the capital of the country.
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Learning using REINFORCE
§ Gradients cannot be computed with sampling step
§ Assume sentences as actions 
§ Goal: Learn a good policy to sample sentences
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[Kratzwald & Feuerriegel, WebConf ‘19]

§ Current systems assume a static collection, static training set

§ In an online systems
§ Users continuously issue queries, provide implicit feedback

§ How can we construct a continuously learning system from explicit user feedback ?
§ How do we use the feedback to update training set ?
§ Can we reconcile noisy and sometimes erroneous feedback ?WWW ’19, May 13–17, 2019, San Francisco, CA, USA Bernhard Kratzwald and Stefan Feuerriegel

Jerry Lee Lewis is an American singer-songwriter and pianist, 
also known by his nickname, The Killer

Which vintage rock and roll singer was known as "The Killer"?

Jerry Lee Lewis

Search

Was this response helpful? YES No, show next

Farrokh Bulsara, known professionally as Freddie Mercury, 
was a British singer, songwriter and record producer...

Which vintage rock and roll singer was known as "The Killer"?

Farrokh Bulsara

Search

Was this response helpful? YES No, show next

Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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